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Note: the references given are merely initial pointers; you are free to focus
on systems/papers not mentioned here (as long as you stay on topic).

The formation of ad-hoc data storage spaces in groupwork We look at a
scenario where a group of people, for the most part previously un-
known to each other, meet. The activity of the group calls for some
sort of storage space, where the group may gather relevant data, such
as hyperlinks, images, video clips, textual documents etc. By what
means should the group set up such a group storage? What will
be the underlying technologies for implementing the group space?
How should we name data in such spaces, so that we may easily
make references to it? Note that the group members, at least ini-
tially, do not have access to a common server infrastructure. Ref-
erences Bluetooth (http://www.bluetooth.com ), Jini (http://
www.jini.org/ ), Apple’s Bonjour (http://www.apple.com/macosx/
features/bonjour/ ), Service Location Protocol (http://www.
openslp.org/ ) (service discovery), [Sat96, E+97, K+00] (shared stor-
age), [BLFM98] (naming).

Data share models in environment with intermittent disconnections
Continuing the groupwork scenario from the previous item, we ask
what models for sharing data make sense in an environment where
network connectivity cannot be assumed at all times (due to techno-
logical or monetary reasons1). The topic may be approached from
several angles, such as: should users explicitly control when data
is synchronized, what data should be cached locally (if any), when
should data be synchronized, what should be done in cases of con-
current and conflicting updates? References: [Sat96, E+97, K+00]
(shared storage systems), [Syn02, BP98, SS02, Lin03] (synchroniza-
tion mechanisms, reconciliation).

Managing changing data in a decentralized/P2P architecture
The most prevalent systems for groupwork use a centralized server
that keeps the current, up-to-date state of the data. However, a cen-
tralized system may not always be possible, in which case it becomes
much harder to maintain a consistent state for the data. In this topic,

1Some people may not want to pay for continuous network access!
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we explore models for managing changing data in a decentralized
architecture. References: [E+97, K+00, SS02, KWK03, P+83].

Storage as a utility: scalability, security and archival It has been visioned
that we will someday rent or buy the storage capacity we need from
an operator in the ”Internet cloud”, and that local storage devices
will merely act as local caches. What would such a system look like?
Specifically, what are the issues of scalability, privacy, performance,
durability and availability that need to be addressed, and how have
these been addressed in past and current research systems? Refer-
ences: [E+97, K+00, Sat96, SS02]
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